IEOR 165 — Midterm
March 14, 2017

Name:

Overall: /50

Instructions:
1. Show your intermediate steps.
2. You are allowed a single 8.5x11 inch note sheet.

3. Calculators are allowed.

1 /10
2 /10
3 /10
4 /10
5 /10




1. Suppose we have measured stress and deflection: s; = {10,11,12,13,14} and d; =
{7,8,3,10,15}. Estimate the parameters of a linear model d = m - s +b. (10 points)

Using linear regression:

m = (sd—3-d)/(s>—3%) = (106.8 — 12-8.6)/(146 — 12%) = 1.8
8.6—18-12=—13



2. Suppose we make iid measurements from a random variable X; with exponential distri-
bution with rate A\. Recall that the mean of an exponential distribution with rate \ is
1/A. If our measurements are X; = {3, 1,4, 9,2}, then estimate A. (10 points)

Using method of moments:
E(X) =1/A= A= 1/E(X)
A=n/Y" Xi=5/B3+1+4+9+2)=0.2632



3. Suppose the relationship between a response y and predictor z is kY = exp(bx). If we
have iid data z; = {1,3,4,2,4} and y; = {3,1,9,10, 11}, then estimate k,b. (10 points)

Taking the logarithm: ylogk = bx = y = (b/log k)x
Using the method of moments, E(y) = (b/log k)E(x)
7=0B+1+9410+11)/5 = 6.8000
T=(1+3+4+2+4)/5=2.8000

So our estimate of b/logk is ¥/T = 6.8000/2.8000 = 2.43



4. Suppose X; ~ N (u, 1) for i = 1,...,n are iid random variables.

(a) Compute the MLE for u. (5 points)

fo = argmax [[, \/LTW exp(—(X; — u)?/2)
Taking the negative logarithm and discarding constants:

fi=argmin i, (X; — p)?
Setting the derivative equal to zero gives:

23 L (Xi—p)=0=4a=13" X;=X

(b) Suppose the prior for u is a uniform distribution with support [a,b]. Compute the
MAP for p. (5 points)

The prior is g(p) = 1(a < p < b). So the MAP is:

fi=argmax1(a < p <b) - [[[L; 7= exp(—(Xi — p)?/2)
Taking the negative logarithm and discarding constants:

= argmin 7, (X, — po)? + {

This is equivalent to:

fo=argmin{} ", (X; — p)* | a < pp < b}
Using the solution from part (a), we know the solution to the above problem is:

400, pu<aorpu>0
0, a<p<b

a, ifX <a
p=<X, ifa<X<b.
b, fX>b



5. Suppose X ~ N (u,07) and Y ~ N (u,0;) are independent. Compute an unbiased esti-
mate of the form Z = aX + bY that minimizes the expected squared loss. (10 points)
Hint: Recall that Z ~ N (ap + by, a*c} + b%a}).

An unbiased estimate has ap + by = por a+b=1or a =1—b. Using the bias-variance
decomposition, we have: E((u — Z)%) = (ap + b — p)* 4 a®0 4 b*0; = (1 — b)*0? + b0,
Taking the derivative with respect to b and setting to zero gives:

—2(1 = b)oz +2bo; =0=b=02/(0% +0})

Soa=o,/(0}+0,)



